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A B S T R A C T

The Power-to-Ammonia process has been suggested to decarbonize global ammonia production and to enable
global energy trade using ammonia as a carbon-free energy carrier. Traditionally, Haber–Bosch plants for
ammonia production based on natural gas have been operated near their nominal load and with slow load
change rates. Power-to-Ammonia calls for more load-flexible plants to optimally utilize fluctuating renewable
energy sources.

This work presents a detailed dynamic model of a modified Haber–Bosch plant including feed compression,
reaction, separation, and refrigeration. We conduct simulation studies demonstrating load change rates up to
3%/min and safe operation with down to 10% of the nominal feed flow rate. Three strategies are investigated
utilizing an increasing number of variables to achieve favorable conditions during part-load operation. Among
those, a combination of pressure reduction, reduced flow in the synthesis loop, increased ammonia fraction
in the reactor feed, and omitted intercooling between the reactor beds enables the smoothest load transition
and best conditions during part-load operation. We further show that a moderate pressure reduction in the
synthesis loop can reduce power demand during part-load operation.
1. Introduction

Ammonia is one of the most produced base chemicals globally. To-
day, ammonia is generally produced using fossil fuels (predominantly
natural gas) as a source of hydrogen and energy and air as a source of
nitrogen. It has been estimated that its production caused the emission
of 450 megatons of carbon dioxide (CO2) in 2019 [1]. The ammonia
demand for existing use cases is expected to increase further within the
next decades due to population growth and rising standards of living.
Additionally, green ammonia is considered as a way to store green
energy and transport it between continents [1,2]. Since ammonia does
not contain any carbon, its use as a hydrogen carrier does not require
any green carbon source or back-transport of CO2 to achieve a closed
carbon cycle. Moreover, its long-distance transport is established with
170 ships that can carry ammonia and are operational today [3]. Such
ships can carry up to 50000 tons of ammonia [4] with a recent trend
to even larger capacities.

Regardless of its use as a raw material or energy vector, ammonia
production must be decarbonized in the near future to limit global CO2
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emissions. Using water electrolysis instead of fossil fuel-based processes
as the hydrogen source eliminates virtually all direct carbon emissions
from the process. However, it is paramount that the electricity used
to power this Power-to-Ammonia process originates from carbon-free
sources. For example, Salmon and Bañares-Alcántara [5] showed that
even plants that source only around 10% of their power demand from
the Australian power grid cannot satisfy the standards of the CertifHy
low carbon certificate due to the indirect emissions associated with
the power import. The certificate demands an approximately two-thirds
emission reduction compared to the state of the art. The high indirect
emissions, despite the low portion of power sourced from the grid, can
be explained at least partly by the poor efficiency of burning coal or
hydrocarbons for electricity production and then using that electricity
elsewhere for water electrolysis.

Due to their vast power demand, Power-to-Ammonia plants are
often considered along with their own dedicated green power supply.
This allows optimal matching of the capacity of all components of
the system. Various works have optimized Power-to-Ammonia plants
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including wind and solar-based power generation, battery storage,
hydrogen storage, an air separation unit (ASU), and a Haber–Bosch
(HB) plant. Additional options include a grid connection that can cover
he plant’s power demand for short periods of low power production
y wind and solar and fuel cells that produce power from stored
ydrogen [5].

While intermediate storage options are available, they are often
xpensive and inefficient. Therefore, plants for which each component
f the plant is highly load-flexible are usually advantageous with regard
o the levelized cost of ammonia (LCOA). Electrolyzers are widely
onsidered highly flexible both in their turn-down ratio and their
oad change rates. ASUs have recently been shown to be capable of
erforming fast load ramps (e.g., 50 to 100% main air compressor
low with a load change rate of 8%/min) [6]. The HB plant itself is
enerally considered the least flexible part of the process. To avoid
arge hydrogen buffer storage, future HB plants must become more
oad-flexible. Particularly the ability to run at low part load while
voiding a complete plant shutdown is attractive in this context. Mucci
t al. [7] report cold starts of conventional plants to take up to several

days, though mostly due to the steam reforming section. Nonetheless,
cold starts of the HB plant itself require reducing the catalyst, which
takes on the order of 24 h. Newly built green plants may potentially
require only 12 h for a cold and as little as 10 min for a warm start [7].

Armijo and Philibert [8] demonstrated that depending on the energy
mix and the location, the LCOA can be reduced by about 20% if the
HB plant can ramp down to 20% and be shut down completely if
necessary compared to a HB plant with a minimum load of 60% of
ts nominal load. Wang et al. [9] found a 30% LCOA reduction for a
oderately flexible (60% minimum load) compared to a completely

nflexible HB plant. A further reduction to 10% minimum load only im-
roved the LCOA by up to 7.1%. Similarly, for off-grid plants, Campion
t al. [10] achieved 20% lower LCOA with a minimum HB plant load

of 40% compared to an inflexible plant but reported only negligible
improvements with a further reduction in minimum load. However, it
is notable that their hydrogen storage for 40% minimum load requires
10 ha of land, which may not be available for all brownfield plants.

Smith and Torrente-Murciano [11] chose a heuristics-based opti-
mization approach for the scheduling and design problem instead of
the linear programming approach used in the previously mentioned
work. This enables the use of nonlinear equations, but takes away the
guarantee of global optimality. In addition to conventional HB plants,
they also considered potentially more flexible absorption-enhanced and
single-vessel ammonia synthesis. Load flexibility of the ammonia plant
was found especially beneficial for wind-dominated power profiles.

Salmon and Bañares-Alcántara [12] showed that a HB plant with
a minimum load of 20% can reduce the LCOA by more than a third,
compared to a completely inflexible HB plant. The majority (80%) of
this reduction occurs when reducing the minimum load of the HB plant
from 100% to 60%, with only a slight additional reduction for a more
flexible HB plant. In addition to a linear programming-based design
considering the power production profile over a year, the authors also
conducted a simulation over a year with high-level model-predictive
ontrol (MPC) with a prediction horizon that was limited to 12, 24, or
8 h. They showed that the inevitably limited prediction horizon can

lead to hundreds of plant shutdowns due to the battery or hydrogen
storage running empty. These shutdowns are highly undesirable due
to the long start-up time of HB plants and the fatigue caused by the
procedure. Salmon and Bañares-Alcántara [12] were able to avoid these
ailures, e.g., by sizing the plant components assuming 40% minimum
oad and then operating the plant with down to 20% load. The impor-

tant implication of this is the following: Being able to achieve very low
art load during the actual plant operation can be extremely important
o avoid unscheduled plant shutdowns. Meanwhile, assuming the same

part load may only lead to small improvements in the objective of
the design optimization, where production forecasts are perfect. This

13] showing the hydrogen
point is also illustrated by Florez et al. [

1232 
storage state of charge over a selected time period. As a result of the
integrated scheduling and design optimization, the storage is emptied
ompletely, which means that with the slightest prediction error (e.g.,

an unexpected bad weather event), the HB plant would potentially be
shut down.

While many aspects of the high-level scheduling and design problem
have been considered in the previous literature, there appears to be
less information available on the detailed plant behavior at the often-
ssumed low load. Various previous works at the process and unit
peration level have considered steady-state models at one or more
perating points [14–18]. Fahr et al. [14] and Cheema and Krewer
16] developed operating strategies that allow for plant operation at

low part load considering the steady state only.
Rosbo et al. [19] investigated the dynamic operation of a quench-

cooled ammonia synthesis reactor between 20 and 120% of its nominal
hydrogen feed flow rate. The reactor was modeled as a one-dimensional
plug flow reactor (PFR). Due to the heat recovery in the reactor system,
t inherently possesses a feedback behavior that can lead to strong

oscillations in the operating temperature. A PI controller for controlling
the first bed inlet temperature was successfully used to suppress these
oscillations.

Rosbo et al. [20] extended the analysis of Rosbo et al. [19] for
other reactor types, i.e., adiabatic beds with indirect cooling in between
and cooled tubular reactors. The operating variables of the steady-
tate reactor models were optimized for 30%–130% of the nominal

load. Subsequently, the transient behavior of the reactor systems was
discussed using dynamic simulations. Similar to the results of Khademi
and Sabbaghi [17] for steady-state design models, the reactors with
indirect cooling significantly outperformed the quench-cooled reactor,
with the cooled reactor slightly outperforming the adiabatic beds with
intercoolers.

Kelley et al. [21] considered a conventional HB plant with elec-
ric compressors for demand-side management. An efficient surrogate

model was developed that uses linear dynamics and nonlinear algebraic
functions that transform the input and output of the dynamic model.

sing that setup, the authors were able to reduce the plant’s operating
ost between 1.39% and 3.70% by optimal scheduling in relative
roximity to the nominal plant load.

Araújo and Skogestad [22] compared different control structures for
a HB plant working at near-nominal conditions. They found operation
at constant compressor speed to be advantageous, which corresponds
to common industrial practice. As a result of this operating mode,
the pressure fluctuates up and down with the plant load, while all
other relevant process variables generally show a smooth and favorable
trajectory during moderate load changes. Luyben [23] also suggested
this mode of operation where the pressure ‘‘floats’’ up and down with
the plant load. For green ammonia plants, which experience load
luctuations with both a higher frequency and a higher magnitude, this
perating mode can no longer be maintained as it causes excessive
atigue in the equipment.

Kong et al. [24] successfully demonstrated a nonlinear model pre-
dictive control (NMPC) scheme for a HB plant operating between 50
and 100% load. The NMPC controller was able to maintain stable
operation of the reactor while keeping the pressure within ±5 bar of
the nominal pressure even with a step change from approximately 50
to 100% load. The loop pressure was controlled using the purge valve.
However, the recycle compressor, which can significantly affect the
pressure dynamics, was not modeled in detail with compressor maps.

It is known that high loop pressure can be maintained at a very low
load by closing the purge and accumulating inert gas in the loop [25].
However, there is ideally very little inert gas present in green ammonia
synthesis, which enables the use of a more efficient inert- and purge-
free loop such as the one according to the Linde Ammonia Concept
LACTM) [26]. While pressure control via the purge is quite a direct

and effective solution, it always comes with the drawback of the loss
of reactants.
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Fig. 1. Simplified process flow diagram (PFD) of the load-flexible HB plant.
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This work investigates the dynamic operation of a purge-free am-
onia loop between 10 and 100% load. While some works have

considered the dynamic behavior during the design phase by using
dynamic optimization with design degree of freedoms and suitable path
constraints [27,28], our previous works [14,15] have only considered
minimum and maximum load and have assumed that the transition
is feasible. In this work, we use a reactor design obtained by the
methodology of Fahr et al. [15] and show the feasibility of fast load
changes between 10 and 100% load without major adverse events such
as pressure and temperature spikes or reactor blow-out, which can lead
to excessive fatigue and loss of production. To our knowledge, this
load range has not been demonstrated on a detailed dynamic model
before in the literature. We also include a refrigeration cycle for low-
temperature product separation, which was not included in previous
works that assumed high operating pressures at which ammonia can
be condensed using cooling water [22–24].

The remainder of this work is structured as follows. First, we intro-
duce the dynamic process model. Second, we discuss of the pressure
dynamic of the synthesis loop, as this has not been discussed in detail
n the literature before, and pressure control is a central aspect of our
esign and operation philosophy. Third, we demonstrate load changes
etween 10 and 100% load using three different operating strategies
nd discuss the load-dependent power demand of the HB plant. Finally,
e discuss the simulation results in the context of typical assumptions
n minimum load and load change rates taken in scheduling-focused
orks.

2. Methods

The HB plant is modeled in UniSim® Dynamics R491 [29] using the
Peng–Robinson–Stryjek–Vera equation of state as the thermodynamic
model. The ammonia synthesis process considered in this study can be
ivided into four sections, as depicted in Fig. 1.

First, in the compression section, the hydrogen and nitrogen feeds
are combined with a small recycle from the medium-pressure (MP)
1233 
flash D2 and compressed to a range of 100–150 bar. Each compressor
stage includes an anti-surge controller and an associated recycle line.
However, these are not shown in Fig. 1 for improved readability. The
compressor stages are assumed to be driven by a single machine, i.e.,
their speeds cannot be controlled independently.

The reaction section is designed based on Fahr et al. [15] and
consists of three adiabatic reactor beds with two intercoolers and an
internal feed-effluent heat exchanger (iFEHE) designed for increased
heat recovery during part load operation [15]. The reactor beds are
modeled using the UniSim® PFR model and include heat loss terms
from the beds into the annular gap between beds and shell and from
the gap through the shell into the surroundings. We use the reaction
kinetics from Fahr et al. [14], which have been developed to converge
towards the correct reaction equilibrium when used in conjunction
with the Peng–Robinson equation of state. By using reaction kinetics
rather than an equilibrium model with a fixed equilibrium approach,
we capture the effect of the retention time in the reactor beds on the
approach to the equilibrium.

In the product separation section, the ammonia-rich synthesis gas is
hilled and passes through two flash units at high and medium pressure,
espectively. The vapor phase from the high-pressure (HP) flash is
ecycled to the last compressor stage, also referred to as the recycle
ompressor. The separation process is slightly simplified compared to
ndustrial processes, where the product undergoes further purification
n a low-pressure (LP) flash, and the product acts as the refrigerant for
he chiller.

In contrast, the refrigeration process used in this study assumes a
losed ammonia-based refrigeration cycle designed based on Flórez-
rrego and de Oliveira Junior [30]. We found that the energy consump-

tion and part-load behavior of this process are comparable to the open
refrigeration cycles typically used in ammonia synthesis. Unfortunately,
there is a lack of literature on open refrigeration cycles, making it
challenging to model accurately.

Fig. 1 also shows the basic control structure of the HB plant. We
assume the hydrogen feed to be given by the upstream electrolysis
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Fig. 2. Schematic representation of the balance envelope assumed for discussing the pressure dynamics in the synthesis loop.
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plant and storage and, accordingly, define the plant load 𝜆 based on
the hydrogen intake as

𝜆 =
�̇�H2 f eed

�̇�H2 feed, nominal
. (1)

A definition based on the mass flow rate of ammonia out of the process
ould also be straightforward. However, the feed-based definition

s better suited to represent the plant dynamics of green ammonia
lants since it is directly linked to electrolysis and hydrogen storage
n between. Note that these two definitions lead to identical numbers
or the purge-free loop at steady state.

The compressor suction pressure is controlled via the compressor
speed. The hydrogen-to-nitrogen-ratio in the synthesis loop is con-
trolled using cascade control in order to react to disturbances in the
feed flow quickly. The feed temperature of the reactor system is kept
constant at 140 ◦C using a bypass over the external feed-effluent heat
exchanger (eFEHE). As noted by Rosbo et al. [19], it would be ideal
to control the reactor outlet temperature, which is more critical for
catalyst degradation, but due to the slow response time, the reactor
inlet temperatures are controlled instead. All controllers displayed in
Fig. 1 are PI controllers.

For all non-integrating systems, step tests were performed, and the
ontrollers were tuned using standard Ziegler–Nichols rules. Where
ecessary, the values of the tuning constants were further adjusted until
esirable closed-loop step responses were achieved. For the tempera-
ure controllers TC101–TC105, we implemented controller gains and
ntegral times as linear functions of the load to ensure stable operation
t all loads. Accordingly, multiple step tests at different loads were
erformed.

Some of the controllers are designed as split-range controllers. For
nstance, the temperature controllers TC103 and TC105 send signals to
wo valves each. In both cases, one of the signals is inverted. For TC105,
aving only one valve in the bypass would lead to the valve being fully
pen while still not achieving the desired split between the bypass and
eat exchanger at some operating points of the plant. Similarly, for
C103, two valves are necessary to cover all operating points and allow
or part-load operation without any intercooling (see Section 3.3).

PC102 uses a small and a large valve to be able to pass the recycle
flow with a low pressure drop at full load without operating at a low
single-digit opening at part load. This is a common way to linearize
valve behavior and prevent adverse behavior at low load. Here, we
decided to start closing the small valve only below 50% controller
output and fully closing the large valve at 33.3% and below with a
linear relationship between the valve signal and the controller output.

As the pressure controller presents an important deviation from
he state of the art, where the plant pressure is not controlled but
djusts itself according to the plant load [22,23], it is discussed in more
etail here. To understand the underlying mechanism of our pressure
ontroller, the mass balance around the gas contained in the synthesis
oop needs to be considered.
 t

1234 
As depicted in Fig. 2, we choose the system boundary carefully to
include only the gas, as the mole amount 𝑁 of gas present in a (constant
volume) system is directly linked to the pressure 𝑝 in the system by

𝑝 = 𝑍 𝑁 �̄� 𝑇
𝑉

, (2)

with the compressibility factor 𝑍, the universal gas constant �̄�, the
average) temperature 𝑇 , and the system volume 𝑉 . Accordingly, we
raw the system boundary for this consideration such that the only
ntering stream is the stream entering the first compressor stage C1,
̇ in in Fig. 2, and the only effluent stream is the mass flow leaving the
as phase by condensing in the chiller, �̇�out = �̇�condensed.

The balance of this system (in terms of moles of gas 𝑁gas in the
system) can be written as
𝑑 𝑁gas

𝑑 𝑡 = �̇�in − �̇�out + �̇�
∑

𝑖
𝜈𝑖

= �̇�in − �̇�out − �̇� . (3)

with the sum of the stoichiometric coefficients ∑

𝑖 𝜈𝑖 = −1 due to the
olume-reducing reaction. In analogy to the typical definition of the
eaction extent 𝜉, we define the reaction rate �̇� as the rate of formation
f ammonia, i.e., based on the reaction equation

0.5 N2 + 1.5 H2 ←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←← NH3 . (4)

Assuming approximately constant composition and average temper-
ture within the system, we can further derive from Eqs. (2) and (3)

that
𝑑 𝑝
𝑑 𝑡 ∝

𝑑 𝑁gas

𝑑 𝑡 = �̇�in − �̇�out − �̇� . (5)

It can be assumed that the ammonia formed in the reactor is
ondensed almost instantaneously due to the large flow rate compared

to holdup, i.e., �̇�NH3 out ≈ �̇�. The molar flow rate of gas leaving the
ystem can be related to the component molar flow rate of ammonia
eaving the system via the molar loading 𝑋diss of dissolved gases in the
iquid ammonia by

�̇�out = �̇�NH3 out ⋅
(

1 +𝑋diss
)

≈ �̇� ⋅
(

1 +𝑋diss
)

. (6)

The molar loading 𝑋diss is defined as the mole amount of dissolved
ases (i.e., all components except for ammonia) divided by the mole
mount of ammonia. Combining Eqs. (5) and (6) yields an approximate

equation for the pressure change that, for an approximately constant
or sufficiently small) loading of dissolved gases, is only affected by
he feed flow rate and the reaction rate:

𝑑 𝑝
𝑑 𝑡 ∝

𝑑 𝑁gas

𝑑 𝑡 ≈ �̇�in − �̇� ⋅
(

2 +𝑋diss
)

. (7)

For our further analysis, it can be helpful to expand the reaction
rate �̇� into the mass flow rate through the reactor and the change of
ammonia mass fraction in the reactor. We use the mass flow here since
he molar flow changes due to the reaction. The reaction rate �̇� can be
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Fig. 3. Change in process conditions for a load reduction from 100 to 50% without (left) and with (right) pressure control. Pressure, loop mass flow and ammonia fraction before
nd after the reactor are shown in the top plots. The mass balance of the loop is visualized in the bottom.
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related to the mass flow rate of ammonia formed �̇�NH3 f or med via the
molar mass of ammonia �̄�NH3

, resulting in the expression

̇ =
�̇�NH3 f or med

�̄�NH3

=
�̇�loop

�̄�NH3

⋅
(

𝑤NH3 𝑅 out −𝑤NH3 𝑅 in

)

, (8)

where �̇�loop is the mass flow rate through the reactor, and 𝑤NH3 𝑅 in
and 𝑤NH3 𝑅 out are the ammonia mass fractions in the reactor feed and
ffluent, respectively. They correspond to the streams �̇�NH3 𝑅 in and
̇ NH3 𝑅 out depicted in Fig. 2.

This suggests that one way to avoid a pressure reduction in the
ystem is to limit the flow through the reactor. The idea here is that
he more gas flows through the reactor, the more ammonia is formed
nd condensed, and this directly affects the rate of pressure change
ccording to Eq. (7).

Controlling the pressure via the recycle flow in the loop has also
been suggested by Knudsen [31] and in a 2021 Haldor Topsøe
atent [32] and will be adopted in this work. As will be discussed in
ore detail in Sections 3.3 and 3.4, the conversion in the reactor can

also be limited (i.e., higher ammonia fraction in the reactor feed or
ower ammonia fraction in the reactor outlet). However, this is only

possible to a limited degree with conventional reactor design, as the
released reaction heat required to sustain autothermal operation of the
reactor is proportional to the conversion. By considering this low-load
mode of operation during the design according to Fahr et al. [15], we
can considerably lower the (per pass) conversion at part load. This does
ot affect the overall reactant conversion in the system, which is always
lose to 100% with the purge-free HB plant.

During operation, we employ elements of feedforward control by
etting the setpoints for the pressure and optionally the bed 2 and 3
nlet temperatures and the chiller temperature according to the plant
oad. The setpoints are, in principle, interpolated between two loads
ased on the plant load 𝜆 with the aim of limiting the per-pass reactant

conversion during part load.
During load changes, the plant load used for the interpolation is

modified in order to delay or advance the setpoint ramps towards
he load ramps. As the pressure controller’s action is limited in one
irection (increase the pressure by closing the valve), we ramp down
he pressure setpoint with a slight delay (assuming 10% higher load
or the interpolation) compared to the natural pressure reduction that
ccurs with a load reduction. This allows for a well-defined pressure
rajectory rather than an uncontrolled pressure trajectory with fully
pen recycle valves. We also add a load-dependent bias directly to the
1235 
pressure controller output in order to improve its performance. The
nderlying idea is that the valve is less open by default for a lower
xpected flow rate. This strategy resembles a simple version of the
eedforward control described, e.g., by Liu et al. [33], and is common
ractice in the industry and especially useful in the absence of more
dvanced control strategies such as MPC.

In contrast to the pressure, we ramp the temperature setpoints with
a positive bias; that is, during load changes, the setpoint ramps are
advanced towards the load ramp. This proved favorable in reaching
the desired conditions at the end of the load change despite the often
slow dynamics of the temperature.

3. Results

In this section, we present our modeling results. First, we provide
insight into the pressure dynamics of the HB plant and the suggested
pressure control mechanisms. Then, we show load changes considering
only the pressure setpoint to change with the load and otherwise
constant setpoints. We further discuss two cases in which the per-pass
conversion is lowered by operating the reactor without any intercooling
with and without additionally increasing the condensation temperature
in the HP flash D1. The three load change scenarios are inspired by
previous works considering part load strategies in steady-state simula-
tions [14–16] and are presented in the order from the simplest to the
most complex in terms of the number of setpoint ramps involved.

3.1. Pressure dynamics

The mechanism behind the pressure reduction at part load and the
suggested control mechanism are visualized in Fig. 3. The figure shows
 selected set of variables during a load reduction from 100 to 50%
oad without (left) and with (right) pressure control in place. The load

reduction begins at 5 min and ends at 30 min, as can be seen from the
eed flow rates in the bottom figures.

The left portion of the figure shows the mechanism behind the
ressure reduction during a load reduction. The lower portion shows
hat there is a discrepancy between the feed flow �̇�𝑖𝑛 and the two sink
erms from Eq. (5). This temporary deficit in gas leads to a pressure

reduction in the loop. As a result of the pressure reduction and the
reduction in feed flow, the compressor speed is reduced by PC101.
Moreover, the density of the gas in the loop is reduced. Both of these
effects reduce the mass flow conveyed by the recycle compressor. The
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Fig. 4. Variable trajectories of a ramp-down followed by a ramp-up, each conducted with a load change rate of ±1%/min. All setpoints except for the pressure setpoint are held
onstant.
b
r
S

c
t

r

conversion in the reaction is also affected by the lower pressure. As a
esult of these effects, the reaction rate in the reactor decreases, and a
ew steady state is reached, in which the mass flow of gas eliminated
y the reaction and condensed is again equal to the feed.

As can be seen in the right portion of Fig. 3, the flow through
he reactor is reduced more compared to the case without pressure

control. This is a result of the pressure controller acting on the recycle
valve. Thereby, the rate of formation of ammonia, �̇�NH3 f or med, can
be lowered, holding the balance between the feed flow rate and the
condensation rate. Note that the higher conversion in the reactor due to
the longer residence time (as seen by the ammonia fractions in the top
right panel of Fig. 3) does not fully compensate for the flow reduction.

The pressure control method can be summarized as follows: If the
feed flow rate �̇�𝑖𝑛 of the HB plant is given according to the load, then
the balance equation Eq. (7) can only be affected by the reaction rate �̇�,

hich is readily modified with very little time delay by changing the
alve position of the valves in the recycle and thereby affecting the

parameters in Eq. (8).

3.2. Load changes with constant temperature setpoints

The trajectories in the following are given for standardized load
changes down from 100% to 10% load, a holding period, and back up
to 100%. The start and end of each load change are denoted by the
letters a)–d) according to Table 1.

Fig. 4 shows selected variable trajectories for a load change rate of
%/min. At the top, the load as defined in Eq. (1) is shown along with
he mass flow rate into the reactor. Below, the process variable (PV),
etpoint (SP) and output (OP) of the loop pressure controller PC102
re given. The bottom two plots show the bed inlet and outlet temper-
tures, respectively. As the inlet temperatures are controlled by TC101
 103, we also provide the setpoints for reference.
1236 
It is apparent that the loop mass flow rate is reduced almost pro-
portionally to the load, i.e., at 10% load, the loop also experiences
only 10% of the mass flow. This means that the conversion in the
reactor remains virtually constant, as the longer residence time and the
lower pressure cancel out in terms of their effect on conversion. While
a decrease in pressure reduces the per-pass conversion by shifting re-
action equilibrium towards the reactant side, a reduced mass flow rate
increases the conversion by reducing the approach to the equilibrium.
At 10% load and 100 bar, these two effects almost cancel each other
out with the operating strategy used here.

As explained in Fahr et al. [14], we assume that the pressure can
e reduced to 100 bar during part-load operation. Not only does this
educe the electric power consumption at part load (as discussed in
ection 3.5), but it also mitigates the risk of damaging the catalyst

due to increased catalyst temperatures as the reaction conversion —
and with it the temperature increase — in adiabatic beds is limited
by the chemical equilibrium. For instance, below a pressure of about
125 bar, a violation of an upper catalyst temperature limit of 500 ◦C
an be completely suppressed by entering the catalyst bed at no more
han 350 ◦C [14]. In practice, the upper temperature limit is specific to

the employed catalyst and usually proprietary information provided by
the catalyst manufacturer. Values reported in the academic literature
ange from 500 to 530 ◦C [16,34]. We chose a temperature of 520 ◦C as

our axes limits in the all figures below, which was not exceeded in any
of the simulations.

As shown in the second plot of Fig. 4, the pressure trajectory per-
fectly follows its setpoint. Since the bed inlet temperature setpoints are
kept constant, the bed outlet temperatures (bottom) fluctuate slightly
during the load changes, eventually returning to values around 5–15 K
below their full-load value at part load. The slight decline in the
exothermic reaction is due to the pressure reduction as described above.
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Fig. 5. Variable trajectories of a ramp-down followed by a ramp-up, each conducted with a load change rate of ±3%/min. All setpoints except for the pressure setpoint are held
onstant.
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Table 1
Overview of characteristic moments in variable trajectories.

a) Start of ramp-down
b) Stop of ramp at 10% load
c) Start of ramp-up
d) Stop of ramp at 100% load

The above load change rate of 1%/min is the same as the one
used by Rosbo et al. [19] for a load change between 20 and 100%.
It generally compares favorably with the assumptions made in the
previous literature. Allman et al. [35] assumed only 4% of ramp-up
and 10% of ramp-down to be possible every 4 h in their scheduling
program. Armijo and Philibert [8] limited the load change rate to
±20%/h (0.333%/min) based on interviews with manufacturers. Ver-
leysen et al. [36], Florez et al. [13], Wang et al. [9], and Smith and

orrente-Murciano [11] also adopted this value. Salmon and Bañares-
lcántara [5] assumed load change rates of 20%/h for ramp-down and
%/h for ramp-up. Salmon and Bañares-Alcántara [12] assumed load

change rates of 20%/h for ramping down and 5%/h for ramping up
but also considered up to the tenfold rate, which is up to 3.33% min of
amp-down rate, in a sensitivity analysis.

In the recent years, an increasing number of sources cite more
mbitious goals for the load change rates of HB plants. For instance,
asale claim load change rates upward of 100%/h [37] and Top-

soe claim to achieve 3%/min [38]. Beach et al. [39] demonstrated
apid load changes on a bench-scale adsorption-enhanced ammonia
oop achieving a load increase of 25% in approximately one minute.
eing capable of performing such rapid load changes is not strictly
ecessary if enough battery or hydrogen buffer capacity are available.
owever, they allow to exchange electricity or hydrogen storage for
1237 
much cheaper ammonia storage. For instance, when running at full
load in the day and minimum load at night with a load change rate of
only 1%/min, the plant would be in the middle of a load change for an
eighth of each 24 hour day, which is likely far from optimal operation.

Thus, even a load change rate of 1%/min can be considered rather
slow when the load profile is dictated by daily fluctuations in the avail-
ability of renewable power. We therefore demonstrate the feasibility of
more rapid ramps at 3%/min in the following, which is the same rate
that Topsoe claim to be capable of [38]. The feasibility of the fast load
hanges shown in the following implies that of slower ones, which are
enerally easier to achieve.

Fig. 5 shows the dynamic variable trajectories for load changes
according to the same strategy as used in Fig. 4 but at a load change
rate of 3%/min. The pressure controller still tracks its setpoint well, as
do the bed inlet temperature controllers. However, a closer look reveals
a slight oscillation of about 1 K around the end of the ramp-down. This
can be traced back to the tenfold reduction in mass flow rate in the
loop (top plot), which significantly changes the system behavior and
leads to oscillations despite the gain scheduling we implemented.

Naturally, the bed temperatures change faster with the faster load
hange rate compared to 1%/min, which can have implications for
heir durability. The outlet temperatures (bottom plot) also fluctuate
lightly more during the fast ramp-up compared to the slower one.

3.3. Load changes without intercooling

The reduction in reactor mass flow rate not only poses a challenge
o conventional control and brings the instruments (valves) involved
lose to their limits (fully opened/fully closed), but it can also lead

to poor gas flow distribution in the reactor. This is not captured by
our 1-dimensional model but is relevant for plant operation. According
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Fig. 6. Variable trajectories of a ramp-down followed by a ramp-up, each conducted with a load change rate of ±3%/min. The Bed 2 and Bed 3 inlet temperature setpoints are
ramped such that intercooling is stopped at part load.
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to Eq. (8), the same reaction rate �̇�, and thereby the same load, can
e reached at higher loop flows �̇�loop by reducing the ammonia mass
raction 𝑤NH3 𝑅 𝑜𝑢𝑡 in the reactor effluent. One way to achieve this is
o stop the cold gas flow through the intercoolers, thereby turning
hree adiabatic beds into one [14]. This mode of operation can also
e though of as a ‘‘hot standby’’ of the second and third bed, where
hey are kept at temperature without producing significant amounts of
mmonia. This is advantageous compared to bypassing these beds, as

bypassing them would lead to them cooling down, which would impede
fast ramp-up from low loads.

To ensure a smooth transition, the Bed 2 and Bed 3 inlet tem-
peratures were ramped up to a point where the intercooling stops
completely (see Fig. 6). The entire load change, again, takes place
without any major fluctuations in the bed outlet temperatures and the
pressure. It can also be seen in the top portion of the figure that a
significantly higher reactor flow can be maintained compared to Fig. 5.
However, due to the slow dynamics of the bed temperatures, the loop
flow initially declines nearly as far as it does in Fig. 5 at time (b) and
akes about 0.7 h to come back up to approximately double the flow
ompared to Fig. 5.

It must also be noted that due to the time it takes for the bed tem-
peratures to stabilize at their full-load condition, the pressure slightly
overshoots its full-load pressure after the ramp-up. This effect is much
more pronounced if the temperature setpoints are ramped down lin-
early without the bias described in Section 2. While we deem the small
ressure peak unproblematic in the context of the dynamic operation of
he HB plant, it shows a potential limitation on load change rates for the
amp-up. Interestingly, Salmon and Bañares-Alcántara [5] and Salmon
nd Bañares-Alcántara [12] assumed a lower load change rate for ramp-
p than for ramp-down, which confirms that the ramp-up is more

limited.
 a

1238 
Another drawback of this strategy is that around the end of the
amp-down, TC-101 controlling the inlet temperature of the first cat-
lyst bed is saturated and the temperature temporarily falls below its
etpoint down to 343 ◦C. Often, a lower temperature limit of 350 ◦C
s considered to avoid reactor blow-out [14]. This limit represents a

conservative assumption and is briefly violated here without causing
eactor blow-out. At the significantly higher retention time of the
eactor, it tolerates lower temperatures and associated slower kinetics
ithout extinguishing. Moreover, the violation could likely be avoided
y optimizing the temperature setpoint ramps, as it does not occur with
ny other strategies, despite the generally lower reaction heat released
ith the strategy described in Section 3.4. The second dip in the tem-

perature profile is very brief and is a result of the conventional control
structure used. This brief decrease in inlet temperature is tolerated due
to the high thermal inertia of the reactor.

3.4. Load changes without intercooling and with increased NH3 recycling

The fluctuations in Bed 2 and Bed 3 inlet temperature possibly pro-
moting equipment fatigue and the temporarily still quite small reactor
mass flow rate can be considered drawbacks of the part load strategy
iscussed in Section 3.3. These drawbacks can be at least partially

overcome by combining the strategy with an increased condenser tem-
perature, facilitating a high ammonia inlet fraction 𝑤NH3 𝑅 𝑖𝑛. Not only
does this allow for a higher loop mass flow rate according to Eq. (8), but
it also shifts the reaction equilibrium to a lower temperature, lowering
the inlet temperatures of Bed 2 and Bed 3 at part load and thereby their
temperature fluctuations, as shown in Fig. 7. On the other hand, the
utlet temperature of Bed 1 is now significantly lower during part-load

operation due to the inhibition of the reaction by the ammonia that is
lready present in the reactor feed.
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Fig. 7. Variable trajectories of a ramp-down followed by a ramp-up, each conducted with a load change rate of ±3%/min. The Bed 2 and Bed 3 inlet temperature setpoints are
ramped such that intercooling is stopped at part load and the ammonia inlet fraction of the reactor feed is increased by increasing the condenser temperature.
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The pressure trajectory, again, lacks any undesirable fluctuations
nd, due to the reduced change in bed temperatures, shows less of a
ressure peak after the ramp-up.

3.5. Power consumption

We previously argued that the pressure reduction, in addition to
voiding a temperature violation in the reactor beds, allow for a
eduction in the power consumption of the HB plant [14]. This effect is

visualized in Fig. 8. The figure compares the total power consumption
of the HB plant (excluding electrolysis and ASU) at part load if the
pressure controller is set to 100 bar, 127.5 bar, and 152 bar. For all
cases, we used the part load strategy described in Section 3.4. For
comparison, the right bar shows the power consumption at full load.

As can be seen in Fig. 8, the power consumption is barely reduced
t part load if the loop pressure is maintained. This is because the
ompressor has only a limited capacity to reduce its speed at the given

pressure difference without entering the surge region. Therefore, the
anti-surge controllers step in and limit the reduction in flow through
he individual compressor stages, keeping the conditions overall similar
o those at full load.

Since surge lines typically move to lower flows with lower pressure
atios, the anti-surge controllers allow for a lower flow at part load
f the loop pressure is reduced. The combination of a lower pressure

ratio and a lower flow allows for the compressor power to be reduced
lmost by half at part load. In other words, the operating point of the
ompressor is allowed to move downward and left in terms of a typical
ompressor map (heat over flow). Since the compressors in Power-to-
mmonia plants are driven by electric machines, this improvement is
ignificant. The compressor power during low availability of renewable
nergy must be supplied by batteries or fuel cells, which are expensive
nd can be associated with significant losses.
1239 
For reference, when assuming an electrolysis efficiency of 70% [8]
(a typical value for low-temperature electrolysis), the HB plant only
ccounts for approximately 2%–3% of the overall power consumption
t full load. However, at times when the HB plant is running near its

minimum load, it is likely that the electrolysis is not running at all
and hydrogen is supplied from the storage. During these times, the
HB plant would be the major power consumer. Moreover, while the
ower consumption of electrolyzers decreases more than proportional
ith decreasing load (i.e., electrolysis is more efficient at part load),

he opposite is the case for the HB plant. Thus, its relative contribution
o the overall plant’s power consumption increases at part load. The
SU power consumption at full load is typically lower than that of the
B plant [13].

As the temperature levels of heat rejection and heat supply of the
efrigeration cycle are assumed constant, all pressure levels inside the

refrigeration cycle are also constant regardless of the loop pressure.
This means that the favorable effect described above does not apply to
the refrigeration compressors, which can be seen by the almost constant
power consumption of the refrigeration compressor in Fig. 8.

For the overall plant scheduling problem, a simple HB plant energy
onsumption rating must be assumed. Wang et al. [9] assumed that
0% of the compressor power of the HB plant are constant, while 80%
cale with the load. Our results show that even with a considerable
eduction in loop pressure, we do not get beyond a 50% reduction in
ompressor power at part load. This is typical of rotating equipment.
ther works often assume the power consumption of the HB plant per

unit of ammonia produced to be constant in the context of optimal
scheduling [5,8,10]. Based on our results, we would argue that for
highly flexible plants, the more accurate assumption would be that the
total HB power consumption is a linear function of the load that does
not reach zero power at 0% load, or even constant. In practice, the
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Fig. 8. Power consumption of the HB plant as a function of the part-load pressure compared to full-load power consumption.
o
i

V
K
W
i
d
t
a

power consumption behaves nearly linearly with the load, until the
lower ceiling for the operating pressure is met, from where on, it stays
approximately constant due to constant pressure ratios and constant
volume flows that are maintained by the anti-surge controllers. In a
inear program, this HB plant power consumption 𝑃HB plant could be
odeled, e.g., by the inequality constraints

𝑃HB plant ≥ 𝑘1 ∗ �̇�H2
+ 𝑘2 ∗ �̇�H2 max (9)

𝑃HB plant ≥ 𝑃HB plant, min (10)

with the fit parameters 𝑘1, 𝑘2, and 𝑃HB plant, min. These parameters
depend on the plant design as well as the part-load operating point,
particularly the part-load pressure and at which load it is reached.
Here, we chose the hydrogen consumption �̇�H2

as the load-determining
variable.

4. Summary and outlook

In this work, we demonstrated fast load changes of a HB plant
etween 10 and 100% load. Load changes were conducted at load

change rates of up to ±3%/min. We used some elements of feedforward
control based on linear trajectories between two specified operating
points. The otherwise largely conventional control structure was able
to cope well with the fast load changes and low loads.

Three strategies were investigated. First, keeping all setpoints ex-
cept for the pressure constant leads to a tenfold reduction in loop mass
flow rate, which is challenging for the control structure and instru-
ments. The bed temperatures decrease slightly due to the decreased
pressure. Second, operating the reactor without intercooling at part
load leads to a higher loop mass flow rate and a moderate increase
n reactor bed temperatures. The load change rate is limited by the

temperature dynamics of the reactor, but ±3%/min are still possible.
Third, additionally increasing the ammonia fraction reduces the bed
emperature increase at part load and thereby aids a fast ramp-up. It
lso leads to significantly higher loop flow, which is favorable for the
ontrol system and the gas distribution in the reactor beds.

The pressure was maintained above the specified minimum pressure
with all three strategies. We showed that a limited and controlled
ressure reduction during part-load operation can significantly reduce

the power demand of the HB plant.
The integrated design and scheduling problem, often considered as a

inear program, plays an important role for the green ammonia process.
s discussed throughout our work, previous works have often made
ather conservative assumptions for part load and load change rates
f the HB process. These assumptions were based on the operation of
1240 
conventional plants and adequate in light of the lack of detailed studies
n the process level. However, based on the load change rates achieved
n our work, the results of recently published scientific articles [19,20]

and the claims of major equipment manufacturers and technology
firms [37–39], we suggest adjusting the corresponding assumptions in
scheduling optimizations in the future. We further proposed model-
ing equations to describe the load-dependent power demand of the
HB plant in a linear program more accurately than the approach used
by previous works.

By using advanced control strategies such as MPC or NMPC, even
smoother variable trajectories could likely be achieved in the future,
lowering the fatigue induced by pressure and temperature changes.
Moreover, there is an inherent trade-off between power consumption
and equipment fatigue when it comes to the pressure reduction during
part-load operation. The intuition here is that the longer a time period
of part-load operation, the more worthwhile it is to accept a pressure
cycle in exchange for lower power consumption. To our knowledge,
this potential optimization problem has not been considered before.

While we have preliminarily validated that our control structure
copes well with random load ramps between 10 and 100% load and −3
and +3%/min load change rate, it would be interesting to see the oper-
ation of a flexible HB plant following an optimized load trajectory for
a given energy system. Such a study could be done in conjunction with
a system optimization using assumptions based on our plant design.
Similar to Salmon and Bañares-Alcántara [12], a design optimization
could be followed by an optimization of the operation with a limited
prediction horizon. Finally, the obtained load trajectory could be fed
into a fully mechanistic dynamic HB plant simulation.
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Nomenclature

Symbols and corresponding SI units
�̇� Mass flow rate k g s−1
𝑁 Mole amount mol
�̇� Molar flow rate mol s−1
𝑝 Pressure Pa
𝑃 Power J s−1
�̄� Universal gas constant J mol−1 s−1

𝑡 Time s
𝑇 Temperature K
𝑉 Volume m3

𝑤𝑖 Mass fraction of component 𝑖 -
𝑋diss Molar loading of dissolved gases -
𝜆 Plant load -
𝜈 Stoichiometric coefficient -
𝜉 Reaction extent mol
�̇� Reaction rate mol s−1
Abbreviations
ASU Air separation unit
eFEHE External feed-effluent heat exchanger
HB Haber–Bosch
HP High-pressure
iFEHE Internal feed-effluent heat exchanger
LACTM Linde Ammonia Concept
LCOA Levelized cost of ammonia
LP Low-pressure
MP Medium-pressure
MPC Model-predictive control
NMPC Nonlinear model-predictive control
OP Controller output
PFD Process flow diagram
PFR Plug flow reactor
PV Controller process variable
SP Controller setpoint
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